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Background: Q-Table based 
Reinforcement Learning

• Q-values: measuring qualities of state-action pairs
– stored in a table

• Outperforms Deep Q Network for tractable discrete state 
space

• Widely used in robotics & games
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Introduction: Q learning and SARSA

• Q learning: off-policy reinforcement learning algorithm
• The agent learns optimal policy using absolute greedy 

policy (maximize future Q value), behaves using 
another policy

• ”Q” value is updated through Bell-man equation until 
convergence

• SARSA: on-policy reinforcement learning algorithm
• The agent learns optimal policy and behaves using the 

same policy such as ϵ-greedy policy
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Approach: 4-stage pipeline
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Experimental Setup

• Example Grid World Setting
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Results
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• With 100-200 Mb of on chip memory, our design can support state space of 
around 1 million

• Application: Well-suited for edge based robotics applications, where state-
action space is not huge
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Comparison with State-of-the-art
• Low resource utilization compared to state-of-the-art implementation on 

table-based Q-learning, increasing state-action space does not increase 
resource utilization
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Extension: Multi-agent Settings

• State Sharing Learners: 
• Two agents cooperates 

on a task sharing the 
same environment (i.e. 
same set of states, 
actions)

• Independent Learners: 
• Multiple independent 

agents trained on 
separate environments
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